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Molecular dynamics is one of the methods used now-a-days by the scientific community to study
the property of polymers. This paper presents a new method for multiscaling molecular dynamics
that combines the advantages of fine-grained and coarse grained representations. The new
methodology is implemented in the package Gromacs for molecular dynamics, a world-wide
used software that achieves the best performance on single processors. The article presents the
methodology, its implementation in the Gromacs package for molecular simulation and

performance results.
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Molecular dynamicsindicatesthe general process of
describing complex chemical systems in terms of a
realistic atomic model, with the aim to understand and
predict macroscopic properties based on detailed
knowledge on an atomic scale. Molecular dynamics
(MD) is one of the methods used now-a-days by the
scientific community to study the properties of polymers
[5, 15, 12, 16, 2]. Such methods next to other that are
developed [3, 10] are used as complementary to the
laboratory experiments [7, 13, 14] for advancing the
knowledgein thefield of plastic materials.

A molecular system can be described with a fine-
grained representation that isadetailed, low-level model
of it. A coarse-grained representation of a molecular
systemisamodel where some of thesefine detailshave
been smoothed over or averaged out [17, 18]. In MD,
coarse graining consists in replacing a fine grained
description of amolecular system such as polyethylene,
for example, with a lower-resolution coarse-grained
model that averages or smooths away fine details. The
advantage of using coarse grained representationsisthe
fact that it speeds-up the simulations. The price paid is
the fact that some of the results obtained have a larger
error margin than in the case of using FG models or
sometimes even some macroscopic phenomena under
investigation are not observed in the simulations.

There are recent efforts [6, 11] to combine the
advantages of thetwo simulationsin asingle multiscaling
simulation. In such asimulation amolecular system has
a double nature, being modeled in a coarse grained
representation whilethefinegrain details are represented
proportionally with a scaling factor A. In the Christen
approach, A isaconstant during the simulation whilefor
Praprotnik, A depends on the coarse grain coordinates
of each particle. Nevertheless, all the proposed
approaches have limitations. In the model proposed by
Christen for constant lambda, in a pure coarse grained
simulation for keeping thefine grained particlestogether,
Christen computes (bonded) forces between the FG
particles and the only onesthat are not computed being
the non-bonded forces between unconnected atoms. In
this case, next to the addition in the complexity and
computational time, pure CG isno longer pure. Praprotnik
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approach for space lambda computes only forces
between two particles. Its multiscaling model is
applicableonly for simple systems, such asbutane, with
only one coarse grain particle corresponding to an
assembly of 4 fine grained atoms. For more complex
systems with more than one CG particle, such as
polycarbonate for example, systemsof each movements
need the computation of theforceswith the contribution
of 3 particles (angle forces) or 4 (dihedral forces),
Praprotnik modeling cannot be applied. Moreover,
Praprotnik model does not follow a very systematic
approach for the force computation that usualy starts
from the Hamiltonian.

TheMD group of the University of Groningen started
aresearch toimprovethe existing methods. In this paper
we summarize the theoretical approach for constant
lambdathat solves the problem mentioned for Christen
approach and we discussitsimplementation in Gromacs
package for molecular simulation. In the final Section
we present the related performance issues.

Experimental part

In the beginning of this section we shall describe the
multiscaling formulas related to the Newtonian
movement of particlesstarting from the Hamiltonian and
after that we shall discuss different aspects related to
the temperature coupling. At the end of the section we

shall present the implementation of this model in the
Gromacs 4.0 package for molecular dynamics.
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Fig. 1. FG particles and their correspondent CG centers
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Movement of the particles

Usually, in the existing literature for multiscalling
modelling, the particles at a given time are represented
by their coordinates (R, r, ") where RiCG represent
the coordinates of the CG part| cles and r. "¢ represent
the coordinates of the correspondent FG particles.
Another possible view is to have the FG positions as
relative to the correspondent CG particles. Inthisview,
the multigrained system is rewritten as (R, s,™¢ =
r, ¢ - R°) where s,7° represent the relative posm ons
of the FG particl %correspondl ng to the CG particlewith
coordinates R“C.

The advantage of having relative positionsfor the FG
particlesresidesin the fact that relative positionsimply
relative velacitiesfor the FG particles. Anticipating the
discussion of thetemperature coupling section, it iseasy
to observethat in the case of apure CG simulation, the
relative FG velocities should be zero (there is no FG
nature for a pure CG simulation) and for a full FG
simulation therelative vel ocities should have their normal
values. Wewill come back to thisin the paragraph rel ated
to temperature coupling.

As mentioned above the system is represented by

(R,- , siI]:G FG _ R[CG) (1)

and the constraints

Zmik *5, =0 @)
ik

where m'’ represent the masses of the FG particles and
the number of constraints equals the number of CG
particles multiplied with 3 (the number of coordinates
(X, ¥, 2)) . Usualy (also in [6]) the positions of the CG
particles are computed as the positions of the centers of
mass of their correspondent FG particles. For our model
this is not longer the case: the movements of the CG
particles and their correspondent FG complexes are
correlated only through the constraints. Thisimpliesthat

a0
mxyf0 ="~ _¢
; ik sik al (3)

where," isthe relative movement to the CG center of
an FG particle. Thisrelation isneeded in the computation
of the kinetic energy and it has the meaning that the
mass averaged relative movement of the FG particles
to the correspondent CG position is always zero. The
kinetic energy is given by the movements of the FG
particlesand it is computed as:

sz,k * (VFG 2

i ik
a(R.CG+s,FG ) 4

__ZZ .at ik )

i ik

Taking into account (3) it results that

Z_Z FG VCG+ sz *(v“k

- ECG + EFG
Theformulafrom (5) showsthat the kinetic energy
isthe sum of the kinetic energy of the CG particlesand
therelativekinetic energy of the FG particles. The other

term of the Hamiltonian is given by the interaction
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energies. The integration of energies is done in the
following way

Uy = A*U T (r7%)+ A=)+ U “(RF)

=A*UT R +5;°)+1-A)*U“C(RF®) ©)

The computation of theforcesfor CG and FG particles
aregiven by

G __ aUmult
mult E)RCG

FFG —_ al]mult (7)
mult Js p(;

From (6) it results that the formulas of the forces
are computed in thefollowing way:

CG  .CG I'G CG

CcG, CG
mult(Rl )= }'*ZF (R;

+S£G)+(l—/i)*F Ry )

()
FG(FG) 42 FFORCG | FG

mult ik i ik

Once the forces are computed, the velocities and
positionsfor both FG and CG particles can be computed
in every simulation step by using ascheme similar with,
for example, the Verlets scheme [1, 8]. The part that
remainsto be solved isthe onerelated to the constraints.
The constraints can be rephrased in the following way:
for every simulation step the position of the center of
mass (CM) of an FG sub-system of particles should be
equal with the position of the correspondent CG particle.
The position and thevel ocity of the CM can be computed
inthefollowing way.

— *ZmFG*(RiCG+S;G)

t

oM _ FG % (pCG |, . FG
Vi = M *;mik (R +v)
1i

i

©)

i

where M. isthe mass of the CG particle that isequaling
the sum of the FG particles masses. It can well be the
casethat, after the computation of the new CG positions
and FG relative positions, the CM differs from CG.
Solving the constraintsresultsin

sF6 = M0 4 (RY ~R™M)
10
vrl':f _v“k +(VCG—‘/iCM) ( )

The next problem that needs to be solved is the
temperature coupling, or how therelative velocitiestake
into account the scaling of the forces. This will be
discussed in thefollowing section.

Temperature Coupling

When varying A, parameter that gives the degree of
multiscalling (or FG and CG natures), the phenomena
that are present are the following:

- thevelocities of the CG particlesare not influenced
by the scaling with A. There will be always a move of
the CG particles (that represents the centers of mass of
the correspond FG particles), movement that is present
for full CG or FG simulations, or mixed ones;

- therelative velocities are influenced by the scaling
with A. At full CG simulation (A is 0), because thereis
no FG presence, therelative velocities should be O while,
for afull FG simulation (A is 1), the relative velocities
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should havetheir normal value. For aAbetween Oand A
the relative velocities should have a value that is
proportional with the A-scaling of the forces.

For modeling 2), let us concentrate on the case of a
pure CG simulation (A is0). Having no FG nature means
to have no forces acting between the FG particles and
no relative velocities. The scaling of the forces with O
solves the first condition, namely no forces acting
between FG particles. Moreover, if there is no initial
momentum present, having no force will maintain the
relative velocity to zero. But in the computation of the
relative velocities the influence of the reference
temperature is always taken into account. If there will
be an initial momentum for the FG particles and the
temperatureis maintained as usual for both CG and FG
particles, because there is no force between the FG
particles to regulate their movement, the FG velocities
might increase and in few stepsthe system can explode.
Similar discussion can be done for small values of A.
For solving thisproblem our solutionisto couplethe CG
and the FG representations to two separated
temperatures buffers and to scale the reference
temperature for the FG buffer with A . This means that
for a pure CG simulation the reference temperature for
the FG detailsis0 and inthisway therelative velocities
are scaled to O even if thereisaninitial momentum. In
this way it can be shown that the Boltzmann factor is
the same for both FG and CG representations. Having
this approach will imply that the computation of the
bonded forces between particles are not needed for pure
CG, asin the case of Christen approach.

Implementation in Gromacs 4.0

GROMACS1 (GROningen MAchine for Chemical
Simulations) is an extensive, well-established and free
software package used in Molecular Dynamics
simulations[8]. Itisdevelopedin C, usng MPI (Message
Passing Interface) [9] for the parallel model
implementation, and it is mainly used under Linux. It
has been developed in the early 1990s at Groningen
University and the actual version GROMACS 4.0
contains a high degree of parallelism. Nowadays, there
are severa comparable (mostly commercial) systems,
e.g. Charmm, Tinker, NAMD and Gromos; however,
GROMACS achieves the best performance (on single
processors, see [4]). GROMACS is widely used (by
more that 150 universities, research institutions and
companiesall over theworld), e.g. for the simulation of
biological processes at the cellular level, polymers, the
design and testing of detergents and pharmaceutical
drugs etc. The natural solution for implementing the
developed multiscaling methodology was to do it in
Gromacs. This will also assure at the end a large
community of users.

When implementing the constant lambdamultiscaling
method in Gromacswe should takein consideration that
MD simulations are very resource consuming: running
time is months in average and they run on multiple
processors. As mentioned earlier, we choose to
implement thismodel in Gromacsversion 4.0 that shows
abetter scalability than the previousversions of Gromacs.
In the next figure we represent the main a gorithm.

The computation of the forces is detailed in the
following figure.

We used two types of storages for the two
representations. one in which FG and CG parameters
werekept intwo separated files (topol ogiesin Gromacs)
and another solution in which the configuration of the
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Initialzation

(1) Compute masses for virual CG particles:

me= I ming
{2) Compute inltial CG velocities;

veg= &Lyl Mg
(3) Compute initial CG positions:

o= Z ;3 dmeg
{4) Rodistributs atoms in separate FG/CG temperature groups
(5) Compute numbex of degrees of freadom for the system
(6) Scale the temparalure for the FG/ICG groups:

Trg= Al ;T ot

For each MD step:

(1) Compute FG and CG forces F
{2) Scale FG and CG forces:
Fr™AF,
Fo={1=MF+A X F,
(3) Update system configuration
(4) Constrain FG coordinales 5o that

For™ Ieg

(5} Constrain FG velociies with the same condition

(1) Compute non—-bonded forces for local and imported atoms
{both fine—grain and coarse—grain)

(2) Compute bonded forces for local and imported atoms
(both fine—graln and coarse grain)

{3) Communicate the forces to the neighboring processors

(4) Update the coarse—grain forces with the contribution from
the composing fine—grain atoms

FG and CG parameters was kept in one file. Both
solutions have their own advantages and disadvantages.
Aswewill seein the next section, having one topol ogy
for both representations speeds up the simulation. The
disadvantage is that some FG and CG parameters such
as cut off or reaction field must be the same for both
representations, which is not always desirable.
Therefore, the implementation with two separated
topologies, even if it might slow down the execution,
might be still more desirablefor some simulations because
it assures two separated sets of parameters.

Results and discussions

For investigating the scalability of theimplementation,
the measurements were performed on an IBM Blue
Gene/L architecture with all the simulations ran in the
Co-processor mode.

We simulated two systems: one of butane having
13500 FG atoms and 3375 CG particles and one of
Hexadecanewith 8192 FG atoms and 2048 CG particles.
The simulated time per stepis1fs (1000 femtoseconds
= 1 picoseconds ), the temperature was kept constant
at 300 K and we varied the A parameter.

First, we analyzed the difference of performance
between the multiscale model, using two separate
simulation spaces, and themodel withasingle simulation
space. Theresultscan beviewedintable 1. For choosing
an appropriate distribution of the processors for the FG
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and CG simulations, we havetaken in consideration the
design of the CG model that we used. In the end, we
kept thefine-grain/coarse-grain ratio to 4:1, meaning that
for one processor that handles the coarse-grain
simulation, four processors are allocated for the fine-
grain part. However, even with a proper ratio, having
two simultaneous simulations is not so efficient due to
the overhead imposed by the global communication
between the two simulations and the two topol ogies for
the same system.

Table 1
COMPARISON BETWEEN THE TIMINGS OBTAINED FOR
MULTISCALING WITH ONE AND TWO TOPOLOGIES

Nr. procs Single . (;ouple(.i
@:1) Simulation simulations

(ms/step) (ms/step)

5 27.25 25.97

10 14.7 15.26

20 7.86 12.38

Next, we shal e discuss how multiscaling asimulation
at two levels of details affects the overall performance
of the MD simulator. We ran a normal fine-grain
simulation onthe HD system, using the original Gromacs
MD simulator, and a multiscale one with additional
coarse-grain particles, using our modified MD simulator.

Table 2
DIFFERENCE OF PERFORMANCE BETWEEN A NORMAL
AND A MULTISCALE SIMULATION FOR THE
HEXADECANE SYSTEM

Normal Multiscale
Nr. procs | . . . .
simulation simulation
(ns/day) (ns/day)
1 1.96 1.47
4 7.03 5.35
8 14.12 10.70
16 28.00 20.64
24 37.00 28.00
32 53.16 37.80
128 160.00 122.60

7] ASS NV SO W00 HS NP SR U S S PO A S I S |
O 32 64 96 128 160 192 224 256 288 320 352 384 416 448 480 512

no. cores

Fig. 2. Performance of the multiscale model (singletopology) for
a Butane system

As noticed in table 2, the overhead imposed by the
increased volume of data communicated (information
about coarse-grain particles must al'so be known) and
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the computational steps required by the multiscale
simulation makes itself noticed and produces a
performance degradation up to 25%, but even so, the
multiscal e simulation managesto scale nicely up to the
maximum number of processorsthat we have used. This
is quite expected because having a simulation at two
separate level sof representation leadsto atopol ogy with
anincreased number of particles (25% particlesin plus)
and interactions between them. Also, we haveto takein
consideration the correction and computation steps
required by our multiscale simulation.

Finaly infigure 2 we present the scaling up to acouple
of hundred processors of our multiscale model for the
Butane system. The butane system reports a linear
scalability till 128 processors. After 200 processors the
gain is not that much for this size of butane system.
(The final simulated run for this system was for 512
jprocessors).

Conclusions

Molecular dynamics (MD) isone of the methods used
now-a-days by the scientific community to study the
properties of polymers. A fine-grained description of a
molecular systemisadetailed, low-level model of it. A
coarse-grained description is a model where some of
thisfinedetail has been smoothed over or averaged out.
Recently there are efforts to combine the advantages
of thetwo simulationsin asingle multiscaling smulation
inwhich asystemisrepresenting ashaving double nature,
FG and CG, and the integration of the FG natureisdone
according to a scaling factor A. The models presented
intheliterature have limitations.

For solving these limitations we proposed a special
representation in which the FG positions are computed
as relative to the correspondent CG centers. Based on
this representation we show how to compute the
Newtonian eguations of motions for a multiscalling
algorithm with constant lambda. In this paper we
discussed the implementation of this algorithm in the
Gromacs package for molecular smulations, world-wide
used software started in the MD group of Groningen
that al so achievesthe best performancein theworld for
the runs on single processors. We choose to implement
itinthelast version 4.0 that has agood scalability over
the number of processors used.

Theruns onthe IBM Blue Gene/L system showed a
linear scalability till around 128 processors, the gain
decreasing after 200 processors for a system of butane
consisting of 13500 FG atoms and 3375 CG particles.
For a ssmulated HD multiscalling system, the loses
compared with asystem just in aFG representation were
lower than 25.%. For the solution in which FG and CG
parameters were kept in two separated topologies, the
best ratio for the computational nodesturned out to be 4
processors for FG computations compared with 1
processor per CG computation.

As future work we plan to extend this model for
pressure coupling and constraint solving for FG and CG
representations. The model should be extended also for
amultiscaling space modeling in which the scaling factor
A depends on the positions of the CG particles. We plan
to implement all this extensions in Gromacs 4.0 and to
do performance analysis for the implementations.
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